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We use molecular dynamics simulations to study the thermodynamics, structure, and dynamics of
the Li;CO3-K,CO3 (62:38 mol. %) eutectic mixture. We present a new classical non-polarizable
force field for this molten salt mixture, optimized using experimental and first principles molecular
dynamics simulations data as reference. This simple force field allows efficient molecular simulations
of phenomena at long time scales. We use this optimized force field to describe the behavior of the
eutectic mixture in the 900-1100 K temperature range, at pressures between 0 and 5 GPa. After
studying the equation of state in these thermodynamic conditions, we present molecular insight into
the structure and dynamics of the melt. In particular, we present an analysis of the temperature
and pressure dependence of the eutectic mixture’s self-diffusion coefficients, viscosity, and ionic
conductivity. © 2016 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4943392]

. INTRODUCTION

Carbonate melts are liquids with remarkable physical
and chemical properties that have recently received much
attention.’? In addition to being present in Earth’s upper
mantle, they have also been increasingly used in various
technological applications, either as bulk material or in
composites with solid oxides or metals. Molten carbonates are
successfully used as electrolytes in molten carbonate fuel cells
(MCEFCs), and are experimented in carbon capture and storage
devices. Yet, despite the importance of carbonate melts for
both geophysical settings and industrial applications, a clear
picture of the structure, dynamics, and reactivity of molten
carbonates at the molecular scale is still lacking. Here, we set
out to use molecular simulation methods to provide insight
into the microscopic structure and dynamical properties of
the Li,CO3;-K,COj3 eutectic mixture (62:38 mol. %), which
is of particular relevance for industrial applications as it is a
standard electrolyte for molten carbonate fuel cells due to its
high ionic conductivity and low eutectic temperature.’

First principles molecular dynamics (FPMD) simulations
are one possible choice of simulation technique in order to
simulate the carbonate melts. Relying on quantum chemical
calculations of the electronic structure at the density functional
theory (DFT) level, they do not require a priori knowledge
of the molecular interactions in carbonate melts. FPMD
simulations have been used with great success in recent years
to calculate the equation of state (EOS) of molten CaCO;
(Ref. 4) and the speciation and transport of CO, in CaCO3.”
However, first principles techniques are computationally very
expensive, and therefore inherently strongly constrained on
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the time scales and system sizes that can be investigated in that
manner. On the other hand, molecular dynamics (MD) based
on empirical force fields are less computationally demanding,
but require careful parametrization. For our system of
interest, we note that there have been so far relatively few
attempts to derive force fields for molten alkali carbonates.®
Therefore, in this work, we propose an optimized force
field for the Li,CO3;-K,CO3 eutectic mixture, based on
both experimental data and results from FPMD simulations.
We then use this force field to study the thermodynamics,
structure, and dynamics of the molten mixture in the
900-1100 K temperature range, at pressures up to 5 GPa.
We focus, in particular, on the dynamical properties including
the self-diffusion coefficients, the viscosity, and the ionic
conductivity.

Il. METHODS
A. First-principles molecular dynamics

In order to be able to provide reference structural
information to optimize and validate our classical force
field, we have first performed FPMD simulations on the
Li,CO3-K,CO3 (62:38 mol. %) eutectic mixture at the
three target temperatures, 7 =900 K, 7 =1000 K, and
T = 1100 K. We conduct these simulations using DFT and
the Born—Oppenheimer dynamics. We use the CP2K software
package’ and, in particular, the QUICKSTEP algorithm,'?
which employs a hybrid Gaussian plane-wave (GPW)
method!! for the electronic structure. The core electrons are
replaced by using norm-conserving Goedecker—Teter—Hutter
(GTH) pseudo-potentials.'>!* For all atomic species, we use
a double-zeta valence plus (DZVP) polarization basis set

©2016 AIP Publishing LLC


http://dx.doi.org/10.1063/1.4943392
http://dx.doi.org/10.1063/1.4943392
http://dx.doi.org/10.1063/1.4943392
http://dx.doi.org/10.1063/1.4943392
http://dx.doi.org/10.1063/1.4943392
http://dx.doi.org/10.1063/1.4943392
http://dx.doi.org/10.1063/1.4943392
http://dx.doi.org/10.1063/1.4943392
http://dx.doi.org/10.1063/1.4943392
http://dx.doi.org/10.1063/1.4943392
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:fx.coudert@chimie-paristech.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
mailto:rodolphe.vuilleumier@ens.fr
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4943392&domain=pdf&date_stamp=2016-03-14

104507-2 Corradini, Coudert, and Vuilleumier

optimized for molecules.'> We cut off the electronic density
at 700 Ry and use a SPLINE3 smoothing for applying the
exchange-correlation potential. The latter is described thanks
to the BLYP functional,'®!7 with added dispersive interactions
through the DFT-D3 scheme!® with a cutoff distance of
40 A.

The system studied by first-principles simulations is
composed of 128 CO%’, 159 Li*, and 97 K*, with periodic
boundary conditions. We adjust the box length in order to
prepare the system at the experimental density at atmospheric
pressure!® and we run the simulations in the NVT ensemble.
The temperature is controlled by using the CSVR thermostat°
with a time constant of 1 ps. We employ a simulation time
step of 0.5 fs and the total simulation time is 30 ps. The initial
configurations had been obtained by classical MD using the
Tissen and Janssen force field.®

B. Force field

Relatively few attempts have been previously made to
derive a force field for molten alkali carbonates.®® The force
field developed by Tissen and Janssen® for pure lithium,
sodium, and potassium carbonate salts, and later also used
to study mixtures,?"?? treats the carbonate molecule as rigid.
In this simple force field, the interaction potential between
the atoms is simply given by the sum of the Coulombic
potential and a Born-type repulsive term. Partial charges are
used for the atoms composing the CO%’ units, while formal
charges are used for the cations. Costa and Ribeiro® have
compared the results obtained using the force field by Tissen
and Janssen to the ones produced by a force field in which the
polarizability of the anion is added in the form of fluctuating
partial charges, showing a large impact on the prediction of
transport properties.

Here, in light of the length of the runs needed to
converge the calculation of dynamical quantities such as
diffusion coefficients, ionic conductivity, and viscosity, we
limit ourselves to a non-polarizable force field. The complexity
of the force field used is however somewhat increased with
respect to the Tissen and Janssen model. For the derivation of
our classical force field for Li,CO3;—K>COs3, we start from the
force field obtained for CaCQOj5 in Ref. 4. We consider flexible
CO%‘ ions. The C-O pairs in carbonate interact via harmonic
terms,

intra 1
UES = D D kcolryy = o)’ (1)
ieC jeO

with kc_o = 6118.17 kJ/(mol A%, r, , = 1.16 A, and where
“intra” means that the sum is taken only for O in the same
carbonate molecule of the corresponding C. The carbonate
molecule is prevented from folding by adding exponential
repulsion terms between O atoms of the kind,

intra

Upho = Z Z Bo-oexp(-rij/ po-o)s (2)

i€0 jeO,j>i

with Bo_o = 2.6117 x 10° kJ/mol and po_o = 0.22 A.
The non-bonded (or intermolecular) part of the force field
includes a Coulombic part, a repulsive term, and a dispersive
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TABLE 1. Non-bonded force field parameters B, p;; for the repulsive and
C;; for the dispersive terms of the interaction potential, Eq. (3). All pair
parameters not shown are set to zero.

Pair B;; (kJ/mol) pij () Ci; (kJ A%mol)
Li-O 15.0 x 10° 0.175 0
K-O 7.0 x 10° 0.249 3000.0
0-0 50x10° 0.253 2300.0
term, with its analytical form being
NB
iy C::
Ung = Z 99 4 Byeriilei -, 3)
rij r.

i<j ij
where “NB” means that the sum is taken only over non-
bonded pairs of atoms. We use the same partial charges as
in Ref. 4, that is to say gc = +1.04085 ¢, go = —0.89429 ¢,
and ¢qp; = ggx = +0.82101 e. We had initially attempted to
reoptimize these charges, but any significant change leads
to drastic deterioration of the pressures and densities of the
system when compared to experimental data. We thus proceed
to adjust the interaction parameters B;;, p;;, and C;; by manual
tuning in order to reproduce at best both the experimental
density by constant-pressure NPT simulations and the pair
radial distribution functions (RDFs), as obtained from FPMD
simulations, by constant-volume NVT simulations. The best
values of the parameters are reported in Table I. All parameters
not shown (BLi_i, Cri-Li» Bx-x, Ck—x, BLik, CLix) are equal
to zero.

C. Validation of the force field parameters

We study here the Li,CO3;—K,CO;3; eutectic mixture
(62:38 mol. %) at three temperatures, namely, 7 = 900 K,
T =1000 K, and T = 1100 K. The experimental density at
atmospheric pressure for the eutectic mixture is given by
the formula p=a—-b-T, with a =2.3526 g/cm3 and b
=4.532 x 10* g/(cm? K) in the interval T = 843 — 1218 K."°
This gives at the target temperatures p(900 K) = 1.94 g/cm?,
p(1000 K) = 1.90 g/cm?, and p(1100 K) = 1.85 g/cm>. We
perform constant-pressure molecular simulation runs of 0.5 ns
at atmospheric pressure and at the target temperatures. The
temperature is controlled by the Nosé-Hoover thermostat>’
and the pressure by the Hoover barostat as modified by
Melchionna et al.,>* with respective time constants 77 = 1 ps
and 7p = 2 ps. We integrate the equations of motions using a
time step of 0.5 fs and periodic boundary conditions. We cut off
the short-range interactions at 10 A and use the Ewald method
to deal with the electrostatic interactions. We perform the
simulations using the DL._POLY 4 software.?> We consider a
system of the same size as in the FPMD simulations—that is to
say composed of 128 CO%‘, 159 Li*, and 97 K*—to facilitate
the comparison with FPMD data and favor longer simulation
times over system size. This will be particularly relevant in the
following for the runs needed to calculate the shear viscosity
and the ionic conductivity. The starting randomized liquid
configurations were generated by the MOLDY software.?®
Using our optimized force field, we obtain NPT densities of
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1.96 g/cm?, 1.90 g/cm?, and 1.85 g/cm? and 900, 1000, and
1100 K, respectively. This is in very good agreement with the
experimental densities, and a significant improvement with
respect to the Tissen and Janssen force field. As a matter of
fact, for the sake of obtaining reasonable pressures, they had to
reduce the density of the simulation box by 10% with respect
to the experimental one for the Li,CO3—K,CO3 (62:38 mol. %)
eutectic mixture.?!

In order to make sure that the classical force field
reproduces as well as possible the microscopic structure of
the melt, we compute the RDFs from constant-volume NVT
simulations of 10 ns at the target temperatures, using starting
configurations with the correct experimental density. We
compare the RDFs obtained by the optimized classical model
to the distributions functions obtained by FPMD simulations.
‘We consider here in detail the case for T = 1000 K; at the other
two temperatures investigated, we observe analogous trends.
The comparison between classical and first principles RDFs
is shown in Fig. 1(a) for the C — « pairs, @ = C, O, Li, K,
in Fig. 1(b) for O — @ pairs, @ = O, Li, K, and in Fig. 1(c)
for cation—cation pairs. In Fig. 1(a), we observe how the
agreement between the positions and the intensities of the
peaks of the classical and first-principles C—C and C-O RDFs
is remarkably good. A slight shift to longer distances is
observed in classical simulations for the C-K pair. In the
C-Li case, while the positions of the peaks are precisely
reproduced by the classical model, the first peak appears split
in the classical case. However, even in the first-principles
case, a shoulder in the peak can be observed at approximately
25 A, corresponding to the first sub-peak of the classical
case. Furthermore, the coordination number obtained by
integrating the C—Li RDF until the first minimum occurring
at rom = 3.975 A is practically identical in the classical
(nc-1i = 4.74) and in the first-principles case (nc-r; = 4.73).
Fig. 1(b) shows that the agreement in the O — @ RDFs is
quite good with minor shifts of the positions of the peaks
to longer/shorter distances in the O-Li/O-K classical RDF.
We consider the cation—cation case in Fig. 1(c). Despite the
slight shift towards longer/shorter distances in the classical
Li-Li/K-K classical RDFs, we see that the Li—K classical
RDF reproduces well the data obtained from first-principles
simulations. The overall agreement between the classical
and FPMD appears satisfactory, validating the force fields
parameters optimized in this work.

D. Classical force field simulations

Provided with the force field derived as described in
Sec. II B, we then set out to perform classical MD simulations
at different pressures, from atmospheric pressure to 5 GPa, and
at the target temperatures, 7 = 900 K, 1000 K, and 1100 K.
We first run the system in the NPT ensemble for 0.5 ns.
The simulation details are as in Section II C. After constant-
pressure equilibration, production runs for the calculation of
dynamical quantities are performed in the microcanonical
NVE ensemble.

The diffusion coeflicients are calculated from 0.5 ns NVE
runs in which the trajectory is stored every 20 fs. The diffusion
coefficient can be calculated from the simulation trajectory

J. Chem. Phys. 144, 104507 (2016)
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FIG. 1. Comparison of the RDFs obtained at 7' = 1000 K with our optimized
force field (solid lines) and by using FPMD simulations (dotted lines). In (a)
we plot the C-C, C-0, C-Li, and C-K RDFs. For C-O only the intermolec-
ular part is shown. In (b) we show the O-O, O-Li, and O-K RDFs. Panel (c)
displays the cation—cation RDFs, Li-Li, Li-K, and K-K.

via the mean square displacement and the Einstein relation,

Dy = — lim — r;(7) — r;(0) 4
: Nk,Lf?oﬁZﬂ() or. @
where N, is the number of ions of kind k (k = CO%’, Li*, K),
and (- - -) represents an average performed over time origins.
The viscosity is computed from NV E runs of variable length,
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from 5 to 15 ns, according to the rapidity of convergence
at the different thermodynamic conditions. We calculate the
viscosity using the Green—Kubo relation,

V [oe]
=T /O (Map()ap(0)) dr, (5)

where I,z is any off-diagonal element of the pressure tensor
II. In practice, in order to improve the statistics, an average
is performed over the five independent off-diagonal terms
of the pressure tensor Il.,, I, II,,, (Il.x-1II,,), and
(2I,, — I, — IT,,,). We accumulate the values of the pressure
tensor every 20 fs. Finally, we calculate the ionic conductivity
from 15 ns NVE runs in which the total dipole moment is
sampled every 10 fs. The ionic conductivity is then calculated

as
1
o=y lim <‘Zq,<r,<r) > (6)

where ¢; is the electrical charge of particle i. The
expression within the angular brackets can also be written
as [M(z) — M(0)|*, where M(¢) = 3 g;r;(¢) is the macroscopic
dipole moment of the sample. We can notice that for the ionic
conductivity, the time correlation function to be accumulated
involves a collective quantity, which, in general, has a greater
statistical noise than a self quantity such as the mean square
displacement. This statistical noise can be reduced performing
longer simulation runs, and this is the reason why we use
much longer runs for the ionic conductivity with respect to
the calculation of the diffusion coefficients.

lll. RESULTS

The results obtained from classical MD simulations of
the Li,CO3-K,COj3 (62:38 mol. %) eutectic mixture using our
optimized force field are presented below. In Section III A, we
present the thermodynamics of the eutectic mixture, and, in
particular, its equation of state. In Section III B, we investigate
the evolution of the structure as function of pressure. Finally, in
Section III C, we focus on the dynamical properties: diffusion
coeflicients, viscosity, and ionic conductivity.

A. Equation of state

We study the behavior of the EOS based on NPT
simulations at various values of temperature and pressure.
Fig. 2(a) shows the isothermal EOS pr(P), while Fig. 2(b)
shows the isobaric EOS pp(T) EOS. In order to be able
to predict the density as a function of pressure at constant
temperature, we attempt to fit the points shown in Fig. 2 with
an empirical relation. We find that the formula

pr(P) = AT™\? + BT3P + CP*>+ DP? (7)

provides a reasonable approximation of the isothermal EOS
shown in Fig. 2, with the following values for the param-
eters: A=19.033 g K3 cm™3; B=2.063x 1072 g K~!/*
GPa™! ecm™; C=-3314x102% g GPa™®> cm™; and D
=2.727 x 1073 g GPa~> cm>. Similarly, we find an empirical
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FIG. 2. Equation of state of the eutectic mixture: (a) isothermal EOS p(P);
(b) isobaric EOS p(T'). The symbols represent values calculated in the MD
simulations, the dashed lines are EOS fits as described in the text.

fit for the isobaric EOS,

pp(T) = a(P) + B(P)T

a(P) = 2.4474 + 6.1992 x 1072 P

B(P) = -5.4831 x 107* + 1.6840 x 107* P
—4.7540 x 1079P% + 4.7401 x 107% P3

®)

with p in units of g/cm3, T in K, and P in GPa. These empirical
EOSs predict with reasonable accuracy the thermodynamics
of the Li,CO3-K,CO3 (62:38 mol. %) eutectic mixture within
the temperature and pressure spans of 7" = 900-1100 K and
P = 0-5 GPa.

To go beyond these empirical EOSs, we also fit our Pr(V)
data using the conventional third-order Birch—-Murnaghan

EOS,”’
7/3 VO 5/3
7 -

5] o

where By is the bulk modulus, Bé is the derivative of
the bulk modulus with respect to pressure, and V is

3BO

Pr(V) = =

X {1+2(B -4)
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FIG. 3. Isothermal Py(V) equation of states. Symbols mark the values
obtained in MD simulations, dashed lines are fits by third-order Birch-
Murnaghan equations of state. The volume is shown per formula unit
of carbonate. The value of the reference volume Vj (see Eq. (9)) is
83.34 A3/unit at T =900 K (i.e., po=1.960 g/cm?), 85.93 A/unit at T
=1000 K (i.e., po=1.901 g/cm?), and 88.38 A3/unit at T =1100 K (i.c.,
po=1.848 g/cm?).

the reference volume. The resulting fits are depicted in
Fig. 3. We find that the data are perfectly described by
the Birch—-Murnaghan EOS, with the respective reference
densities at 7 = 900/1000/1100 K that are fully consistent
with the densities at P = 0. We obtain for the bulk modulus
and its pressure derivative the values B = 8.74/7.56/6.81 GPa
and 8.01/8.31/8.06, respectively, at T = 900/1000/1100 K.
The reference densities vary linearly with temperature,
po(T) = 1.903 = 5.6 x 1074T - 1000), with 7 in K and py
in g/cm?.

15
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B. Structure

Next, we focus on the evolution of the structural properties
with pressure. We do so by looking, in Fig. 4, at all the RDFs
at 7 = 1000 K and at all simulated pressures, from 0 to 5 GPa.
We select again the intermediate temperature, 7 = 1000 K,
since the changes in the RDFs with temperature at a given
pressure are less significant than the modifications in the RDFs
with pressure at a given temperature. We calculate the RDFs
from the same 0.5 ns NV E runs used to calculate the diffusion
coefficients. We have seen before that the RDFs at ambient
pressure reproduce satisfactorily the ones calculated in FPMD
simulations. At our composition, the only RDFs previously
reported, see Ref. 21, by classical MD, have been for C-Li,
C-K, O-Li, and O-K, calculated at 7 = 1200 K using the
Tissen and Janssen force field.® Although minor differences
can be observed between our RDFs and the ones calculated in
Ref. 21, the main features, i.e., the positions of the peaks, are
in good agreement.

Turning to the effect of pressure on the RDFs, we can
observe in Fig. 4 that for the C—O and O-O pairs the first
peak (intramolecular distances) remains unaffected, while the
position of the second peak moves to shorter distances upon
increasing the pressure. Analogously, the first peak of the C—C
RDF moves inwards when pressure increases, reflecting the
overall change in density of the system. More subtle changes
are observed when looking at the C-Li and C—K pairs. In the
C-Li case, when the pressure increases, the first sub-peak at
2.5 A gets enhanced significantly while the intensity of the
other one, at 3.0 A, significantly reduces. The peak position
of the second shell also moves inwards upon increasing the
pressure. The same occurs for the second shell of C-K. In
this case, however, the first peak appears to sharpen at higher
pressures and its position shifts to shorter distances, although
a shoulder at about 3.55 A becomes increasingly visible at
high pressures.

14 ——————————————

(b) e KK 1
13'_ /j/// = — 10" GPa -
12 BT
s  icm

4 6
r(A)

FIG. 4. RDFs at the different pressures investigated. (a) C-O, O-O, C-C, C-Li, and C-K RDFs; (b) O-K, O-Li, Li-Li, Li-K, and K-K RDFs. In both panels,
each RDF has been shifted on the vertical axis by 3n, n =0, 1,2, 3,4 to facilitate the visualization.



104507-6 Corradini, Coudert, and Vuilleumier

The O—Li RDF appears practically unchanged at different
pressures. Conversely, an important effect is visible in the
O—K structure. In this case, when the pressure increases, the
height of the first peak increases and its position shifts to
shorter distances. At the same time, the second shell becomes
increasingly broader. The cation—cation RDFs undergo similar
modifications upon increasing pressure. In fact for the Li-Li,
Li—K, and K-K pairs, we observe that for both the first and
second peaks there is an increase in the intensity and a shift
to lower distances. In the Li-K case at high pressure, a small
intermediate peak appears between the first and the second
one. For the K-K pair, the second shell becomes increasingly
broad with pressure.

In summary, the main effect of increasing the pressure,
apart from the overall compression which brings all pairs
closer together, seems to be the shortening of the O-K
distances. In other words, more K* ions are able to sit at
short distances from the carbonate oxygen atoms. This in turn
explains the change in the C—K first shell.

C. Dynamics

We now move to the investigation of the dynamical
properties of our systems. We will discuss, in particular, the
behavior of the diffusion coefficients, the viscosity and the
ionic conductivity. We begin our discussion from the diffusion
coefficients of the three molecular species present, Dcq2-,
Dy ;+, and D-~. First, we compare the values of the diffusion
coefficients obtained in our model to available experimental
data and previous MD simulations results, see Table II.
We consider here the values of the diffusion coefficients
at T = 1100 K since the previously available simulation data
are either at 7 = 1073 K or at 7 = 1200 K.

Experimentally the only data available are for CO%‘
and K* at ambient pressure and can be extracted from
the Arrhenius relations D = Dy exp(—Ea/RT) as reported
in Ref. 28 in the temperature range from 890 K to 1135 K. For
COJ™, Do = 794 x 107> cm?/s and E4 = 49.62 kJ/mol and for
K*, Dy = 726 x 107 cm?/s and E4 = 48.07 kJ/mol. Using
these relations, we can calculate the expected experimental
value at T = 1100 K as shown in Table II. Tissen et al.”! and
Koishi et al.?? have both conducted 40 ps MD simulations at
T = 1200 K, yet the data from Koishi ef al. indicate much
lower diffusion coefficients. This may be related to the fact
that Tissen et al. reduced the density of their sample by 10%
in order to adjust the pressure. Costa and Ribeiro conducted

TABLE II. Self-diffusion coefficients at ambient pressure: comparison be-
tween values calculated in this work to experimental data®® and MD simula-
tions by Tissen et al.,2' Koishi er al.,22 and Costa and Ribeiro® using a non-
polarizable (NP) or polarizable (P) force field. Note that the temperatures are
different. We report our values at 7 = 1100 K to facilitate the comparison.

Expt. Tissen Koishi Costa NP Costa P This work

T (K) 1100 1200 1200 1073 1073 1100

Deoe- (105 cm?s) 352 1.9 075 055 0.94 1.63
3

D+ (105 em¥s) ... 43 286 2.55 4.42 5.38

Dg+ (107 cm%s) 381 46 155 1.65 2.61 4.99
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80 ps runs at 7 = 1073 K and 7 = 1200 K using the Tissen
and Janssen force field, as well as a polarizable force field.
Comparing with these results from the literature, our force
field shows a significantly improved diffusivity for carbonate
with respect to the Tissen and Janssen force field and performs
even better with respect to Costa’s polarizable model. For the
diffusion coefficient of K* ions, the deviation from the reported
experimental value is of the same magnitude as for Costa’s
polarizable model, but while the latter underestimates it, our
force field appears to overestimate it. The Tissen and Janssen
force field produces a Dg+ even lower than Costa’s polarizable
force field.

Therefore, while our force field cannot exactly match the
experimental values, we see that it is of the same accuracy
of Costa’s polarizable model in the reproduction of Dg+ and
it is significantly better for the diffusivity of carbonate. In
Fig. 5, we plot the temperature and pressure dependence of
the self-diffusion coefficients DCO%_ (panel a), Dy;+ (panel b),
and Dg+ (panel c). We fit the simulation data with Arrhenius’
law D = Dy exp(—E/RT); the values of the parameters D,
and E4 extracted by this procedure are tabulated in Table V in
the Appendix. We compare the points at the three temperatures
investigated, T = 900 K, 7 = 1000 K, and T = 1100 K and the
Arrhenius curves to the experimental behavior as reported in
Ref. 28. We can observe how the agreement with experimental
data tends to get better at lower temperatures for carbonate
ions. For K* instead, the (upward) shift with respect to
the experimental values increases at lower temperatures. In
all cases, the activation energy E4 appears lower in our
simulations than the experimental values. For comparison, the
activation energy found here for Li,/K,COs3 (62:38 mol. %)
is of the same order of magnitude as that for CaCO3 obtained
from first-principle simulations in Ref. 4. In the insets of
Fig. 5, we plot the activation energy E4 as a function of
pressure. We see that in all cases E4 tends to increase with
pressure, a behavior that is qualitatively in agreement with
the experimental results, although we remark that our results
numerically deviate from the experimental data, mainly due
to the lower/higher (carbonate/K*) values of the diffusion
coefficients. This increase in the activation energy as a
function of pressure is characterized by an activation volume
V4 through 6%}5” = Va(P). We have fitted the simulation
results by an empirical relation E4(P) = (A — BP)™! to extract
the activation volumes. From ambient pressure to 5 GPa, the
activation volumes range from 3.2 cm’/mol to 8.0 cm?/mol
for CO3, from 2.9 cm*/mol to 7.6 cm’/mol for Li*, and
from 3.5 cm’/mol to 15.3 cm’/mol for K*. We observe
that Li* has the smallest activation volume while K* the
largest. These values are notably higher than those found
for CaCOj; at high pressures from first-principle simulations
in Ref. 4. This may be due to the use of a non-polarizable
force-field.

We now move to the discussion of another transport
property, the shear viscosity 5. This property is much harder
to obtain from MD simulations than diffusion coefficients,
due to the long runs necessary to converge the autocorrelation
function of the pressure tensor (see Eq. (5)). As a matter
of fact, we have not found any previous calculations of the
viscosity for the eutectic Li,CO3;—K,CO3; mixture, and ours
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FIG. 5. Ionic self-diffusion coefficient (in logarithmic scale) as a func-
tion of inverse temperature and pressure for (a) carbonate ions, (b)
Li*, and (c) K*. Symbols are simulations results, lines are fits to Ar-
rhenius’ law, D = Deexp(—Es/RT). The parameters obtained for each
species and pressure are reported in Table V. The open circles and
the dotted lines in panels (a) and (c) are the experimental values re-
ported in Ref. 28. In insets we show the evolution of E, with pres-
sure, fitted using the function EA(P)=(A—BP)~!. The parameters ob-
tained are (a) A=0.0284 mol/kJ and B=0.0026 mol/(k] GPa) for
CO%‘; (b) A=0.0271 mol/kJ and B =0.0021 mol/(kJ GPa) for Li*; (c)
A =0.0297 mol/kJ and B =0.0031 mol/(kJ GPa) for K*.

is the first attempt to calculate the viscosity of this system
by MD simulations. In Table III, we compare the values of
viscosity at ambient pressure, calculated in our simulations,
to the experimental values from Ref. 29 for the same mixture

J. Chem. Phys. 144, 104507 (2016)

TABLE III. Comparison of the experimental values of the viscosity at ambi-
ent pressure for Li,CO3—K>CO3 (62:38 mol. %) at T =905 K, T'=993 K, and
T =1079 K from Ref. 29, those of the (60:40 mol. %) mixture at T = 1000 K
and T = 1100 K,** and the values obtained for Li,/K>COs (62:38 mol. %) in
this work by MD simulations.

Expt. This work
17 (mPas)at T =900 K 6.99 (Ref. 29) 6.31
n (mPas) at T = 1000 K 4.81 (Ref. 29)-5.10 (Ref. 30) 4.19
17 (mPas)atT =1100 K 3.54 (Ref. 29)-3.51 (Ref. 30) 3.04

atT =905 K, T =993 K, and 7 = 1079 K, and to the values
from Ref. 30 for Li,CO3;-K,CO3 mixture with composition of
(60:40 mol. %). We can see that despite the slight difference
in composition, the values obtained in our simulations are not
so far from the experimental ones: our results are within 20%
of the experimental viscosity, a rather good result consid-
ering that we are using here a simple non-polarizable force
field.

In Fig. 6(a), we plot the viscosity as a function of
inverse temperature at the different pressures investigated.
We fit our simulation data points to an Arrhenius law
N =NeweXp(Ea/RT), whose fitted parameters 1., and Eg4
are reported in Table VI in the Appendix. In the same
figure, we also plot the experimental curve for the viscosity
of Li,CO3;-K,CO3 (60:40 mol. %) from Ref. 30 and the
experimental points for the viscosity of Li,CO3;-K,CO3 (62:38
mol. %) from Ref. 29. We again observe a close agreement
between the experimental and the simulated curves for r7p(T).
In the inset of Fig. 6(b), we plot the pressure dependence
of the activation energy extracted from the Arrhenius
fits described above. As in the case of the self-diffusion
coeflicients, the activation energy increases with increasing
pressure.

Finally, in Fig. 6(b), we compare the values of the
viscosity obtained in our simulations to the values that would
be predicted by the Stokes—Einstein relation,

_ kpT
= 27Da’
where in our case we define, following Ref. 4, D as the
weighted average of the ionic self-diffusion coefficients:
D = (3x NkDy)/ X Ni, with k = CO3~, Li*, K*. For the
hydrodynamic radius d, we adopt the following combination
rule: d = (dc4j + 2dC—Li + ch,]( + dLi—Li + dK—K)/7, where
dq-p is the distance corresponding to the first peak of
the pair RDF g,_g(r) (see Fig. 4). We find that the
viscosity predicted from the Stokes—Einstein relation with
the assumptions just described and by inputting the values
of the self-diffusion coefficients as calculated from our
simulations (see Fig. 5) is always lower than the “true”
viscosity calculated directly from the Green—Kubo relation
(Eq. (5)). In particular, we see that the Stokes—Einstein formula
underestimates the viscosity by an approximately constant
factor of about 1.8, see Fig. 6(b). If we rescale the calculated
viscosity by this constant, it collapses on the Stokes—Einstein
viscosity.
As a last quantity of interest, we consider now the ionic
conductivity o. As mentioned earlier in Sec. II, this quantity

(10)
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FIG. 6. (a) Shear viscosity 77 (in logarithmic scale) as a function of inverse
temperature. Filled symbols correspond to MD simulations, lines represent
Arrhenius fits 7 =770eXp(Ea/RT). The parameters 7., and E 4 extracted
from the fits are reported in Table VI. X symbols are experimental data
from Ref. 29. The open circles and the dotted line are experimental values
reported in Ref. 30. In inset we show how E 4 varies with pressure, in-
cluding a fit of the form E(P)=(A—-BP)~!, with A =0.0327 mol/kJ and
B =0.0034 mol/(kJ GPa). (b) Comparison in a log—log plot between the
values of the viscosity calculated from the simulations using the Green—Kubo
relation (Eq. (5)) and deduced from the Stokes-Einstein relation (filled
squares). The red dashed line corresponds to 77 =17sg, the open squares are
obtained by setting " =17/1.8.

is more affected by statistical noise than the self-diffusion
coefficients, since it is derived from the autocorrelation
function of a collective quantity, namely, the total dipole
moment. Despite the long simulation runs performed, the
results for the ionic conductivity have higher statistical
uncertainty than the ones for the diffusion coefficients.
Nonetheless, we can appreciate in Table IV that the ionic
conductivity values calculated with our force field are not
so far from the experiments. We compare our values to the
experimental ones available for the Li,CO3—K,COj3 eutectic
mixture from Ref. 31 at 7 =923 K and 7 = 973 K and to
the ones for the 60:40 mol. % mixture at 7 = 1000 K and
at 7 = 1100 K from Ref. 30. The values calculated from the
simulations differ from the experimental values at maximum
by 21%, which, again, is rather good for a non-polarizable
force field.

J. Chem. Phys. 144, 104507 (2016)

TABLE IV. Comparison of the experimental values of the ionic conductivity
at ambient pressure for LipCO3-K,CO3 (62:38 mol. %) at T =923 K and
T =973 K from Ref. 31, those for a 60:40 mol. % mixture at 7 = 1000 K
and 7' =1100 K from Ref. 30, and the values calculated in this work by MD
simulations for the 62:38 mol. % mixture.

Expt. This work
o (S/m) at T =900 K 113.4 (Ref. 31) 137.3
o (S/m)at T =1000 K 155 (Ref. 31)-197.5 (Ref. 30) 210.7
o (S/m)atT =1100K 239.7 (Ref. 30) 228.4

The calculation of the ionic conductivity has been
previously attempted by MD simulations. Koishi et al.,??
using the Tissen and Janssen potential, obtained o = 333 S/m
at 7 = 1200 K by non-equilibrium MD simulations. Costa and
Ribeiro,® using a Green—Kubo approach, obtained o = 134
and 145 S/m at T = 1073 K and o = 182 and 237 S/m at
T = 1200 K, respectively for the Tissen and Janssen force
field and the polarizable force field. Therefore, we see that our
force field appears to behave better than the Tissen and Janssen
force field in the reproduction of the ionic conductivity, and
even better than Costa’s polarizable model.

In Fig. 7(a), we plot the ionic conductivity as a function
of inverse temperature at all the investigated pressures. We can
notice here that the statistical noise causes a somewhat less
clear overall trend than for the viscosity or the diffusion
coefficients. We fit the curves using Arrhenius relations
0 = 0wexp(—Ea/kgT), with the values of parameters o
and E4 obtained listed in Table VII in the Appendix. In
the inset, we also plot the behavior of E4 as a function of
pressure. For the ionic conductivity, as opposed to the cases
of the viscosity and of the self-diffusion coefficient, we do not
attempt to fit the data points due to statistical noise. However,
we note that E4 does, like for other quantities, increase with
pressure.

In Fig. 7(b), we compare the values of the ionic conduc-
tivity calculated directly from the simulation trajectories using
Eq. (6) to the ones obtained by using the Nernst—Einstein (NE)
relation,

1
= N> Dy, 11
o kBTvzk: g2 Dy (11)

where N is the number of ions of species k, g their respective
charge, and D their self-diffusion coefficient. We note that
we obtain values of the calculated conductivity that are
systematically larger than the NE conductivity. Interestingly,
we observe that also Costa® found a simulated value larger than
the NE for the eutectic mixture at 7 = 1073 K when using the
Tissen and Janssen force field. Usually the real conductivity
and the NE conductivity are related by o = oyg(l — A),
where the factor (1 — A) is the inverse of the Haven ratio.’?
This factor is usually less than 1 and is interpreted to measure
the degree of dissociation of the melt. In our case, as well
as in Costa’s case, we can see by the “rescaled” points in
Fig. 7(b) that the 1 — A factor is larger than 1: A ~ —0.8.
It has been observed that in ionic liquid and molten salts,
the increase in conductivity with respect to the NE value
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may be due to the anticorrelation of the motion of opposite
charges.?

IV. CONCLUSIONS

We studied the molten carbonate Li,CO3;-K,COj3 eutectic
mixture, with composition of 62:38 mol. %, in the 900-1100 K
temperature range and at pressures up to 5 GPa. We optimized
a non-polarizable empirical force field for this melt, using
experimental and FPMD simulations data as reference. The
force field derived in this work behaved reasonably well when
compared to available experimental data, also considering its
relative simplicity. Furthermore, this new force field was able
to reproduce most properties better than previously available
force fields. Using our newly developed force field, we
characterized the thermodynamics, structure, and dynamics of

J. Chem. Phys. 144, 104507 (2016)

Li,CO3-K,CO:s. First, we calculated isothermal and isobaric
EOS in the range of the thermodynamic conditions considered.
We then assessed the microscopic structure of the melt. We
showed the influence of pressure on the RDFs of all atom pairs
and noticed a specific shortening of the O-K distances at high
pressure. We then studied dynamical properties, including
self-diffusion coefficients, viscosity, and ionic conductivity.
For each quantity, we reported both the temperature and
pressure dependences. Activation energies were calculated by
fits to Arrhenius equations, and in all cases the activation
energies were observed to increase with pressure. Finally,
we observed that ionic conductivity in the Li,CO3—K,;CO;
melt systematically exceeded the values expected from the
Nernst-Einstein relation, a fact that might possibly be
attributed to the anticorrelation of the motion of opposite
charges. The microscopic mechanism at the origin of the
deviations of the calculated viscosities and ionic conductivities
from the Stokes-Einstein and the Nernst—Einstein relations,
respectively, appears to be an interesting focus for future
work.
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APPENDIX: ARRHENIUS FITS’ PARAMETERS

TABLE V. Parameters of the Arrhenius fits D = Doexp(—E o /RT) shown
in Fig. 5 for each ionic species and pressure.

E 4 (kJ/mol) Do, (1075 cm?/s)

coi

P=Pum 35.88 80.70
P=1GPa 38.93 73.45
P=2GPa 39.92 56.31
P=3GPa 54.14 222.63
P=4GPa 48.61 97.19
P=5GPa 70.94 770.78
Li*

P=Pum 38.87 362.89
P=1GPa 41.38 318.56
P=2GPa 37.01 124.97
P=3GPa 51.60 577.84
P=4GPa 52.97 439.62
P=5GPa 64.67 1337.02
K+

P=Pum 33.62 188.08
P=1GPa 35.82 136.63
P =2GPa 41.61 163.07
P =3GPa 59.66 1052.89
P=4GPa 58.62 600.16
P=5GPa 62.78 706.48
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TABLE VI. Parameters of the Arrhenius fits 77 =7..exp(Ea/RT) shown in
Fig. 6 for each pressure.

E 4 (kJ/mol) 1o (mPa s)
P =Pym 29.58 0.12
P=1GPa 38.71 0.07
P =2GPa 34.10 0.19
P =3 GPa 45.90 0.06
P =4 GPa 54.84 0.03
P =5GPa 62.07 0.02

TABLE VII. Parameters of the Arrhenius fits o = o-exp(—E A /RT) shown
in Fig. 7 for each pressure.

E A (kI/mol) 0o (S/m)
P = Py 20.22 2152.53
P=1GPa 13.30 862.30
P=2GPa 24.67 2878.14
P=3GPa 55.54 83283.02
P=4GPa 59.58 89411.09
P=5GPa 49.38 22948.32
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